Instructions:

Run allbigbattery, this will take some time but saves everything you need to disk


tdatablock    
-- Tzelgov


edatablock 
-- Emotional variant of Tzelgov


dmcldatablock   --Dunbar & MacLeod 1984


algomdatablock   -Algom word reading experiment

Run analyzedatablock to get the average RT’s for each condition

You will also need to run individual trials for some of the effects below using these instructions:

Commands in italics are statements you should type into Matlab verbatim

Setup:

colornaming = 1 for color naming  

global colornaming

and use colornaming = 1 for colornaming.  Set to 0 for word reading

strooppats  to load in the stroop patterns  which creates a variable called stroops that contains predefined 10 trial sequences for exploring different conditions. 

Dunbar & MacLeod:

Load & analyze dmcldatablock

Block Composition effects  (Tzelgov et al 1992):

load tdatablock

analyzedatablock

2nd row:  75% color words, RTs for congruent/incongruent/ neutral

3rd row:  50% color words….etc

Semantic Stroop Effect:

To get basic congruent/neutral/incongruent

runStroop(3)

get cycles from trial 1 (cong), 2 (neut) and 7(incong)

Semantic Stroop:

Edit architecture.m and uncomment the line “Weight params(…” after the comment “% semantic Weight”, this adds the task demand bias to the neutral word

runStroop(3)  and use trial 2

Kerns ACC data

Script kernsbigbattery.m creates a file called kernsdatablock.mat which contains the RTs in the four critical conditions; cc,ci,ic,ii, condition 5 corresponds to the first trial of each 10 trial block.  Typing analyzedatablock to get the RTs.  The activation traces are stored in the variable traces for these 5 conditions and dumped to the file traces.xl as comma separated values.

Variables accact and pfcact contain average activity in the cognitive control node for trial N and task demand node for trial N+1, for trials 1-9 in each block.  Running the script accpfc will bin task demand activation by cognitive control activation with the results placed into variable pfcquant.     The values are normalized for the figure by de-meaning.  

Emotional Interference

Color naming  (McKenna & Sharma 2004):

runStroop(4)    

The emotional word is in trial 2

Word naming (Algom et al 2004)

load algomdatablock

analyzedatablock

1st row:  neutral pure block

2nd row:  negative pure block

3rd row:   neutral/negative mixed block

To see a sequence of words in color naming mode use 

runStroop(7)

(In the word reading case, node 2 is negative, instead of node 6 as in colornaming)

The emotional word is again trial 2.

Predictions;

Prediction 1:

Emotional Tzelgov,  

load edatablock

analyzedatablock

rts are as in the Tzelgov data above.  

Prediction2:  Emotional lockout in color naming

runStroop(6):  INNNNN

runStroop(8):  IENNNN

Prediction 3:

To add state or trait anxiety, edit the lines in architecture conforming to state and trait anxiety and use runStroop(4) for colornaming and runStroop(7) for word reading

state = 0.1  adds state anxiety by setting the weight the TMU to the negative word node

trait = 1.6  adds trait anxiety by multiplying the weight from the negative word node to the category layer by 1.6

You can activate both concurrently.

